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Abstract 
 

The Internet and the World Wide Web advancement has led to an explosion in the amount of available information. This staggering amount 
of information has made it extremely difficult for users to locate and retrieve information that is actually relevant to their task at hand. Dealing 
with this problem of ‘‘information overload’’ will need tools to customize the information space. In this paper we present a multi-agent system 
that learns to advise students by mining the Web and discuss important problems in relationship to information customization systems and 
smooth the way for possible solutions. The main idea is to approach information customization using a multi-agent paradigm in combination 
with a number of aspects from the domains of machine learning, user modeling, and Web mining.   
Keywords: Information customization; Multi-agents; E-Learning; Machine learning;  User modeling; Web mining;   
 
 
1. Introduction 
 

The recent proliferation of personal computers and 
communication networks has a strong scientific, intellectual and 
social impact on the society. Rapidly evolving network and 
computer technology, coupled with the exponential growth of the 
services and information available on the Internet, has already 
brought us to the point where hundreds of millions of people 
should have fast, pervasive access to a phenomenal amount of 
information, through desktop machines at work, school and 
home, through televisions, phones, pagers, and car dashboards, 
from anywhere and everywhere. The challenge of complex 
environments is therefore obvious: software is expected to do 
more in more situations, there are a variety of users, there are a 
variety of systems, there are a variety of interactions, and there 
are a variety of resources and goals.  

To cope with such environments, the promise of information 
customization systems is becoming highly attractive.  
The recent popularity of the World Wide Web (Web) has 
provided a tremendous opportunity to expedite the dispersement 
of various information creation/diffusion infrastructures. The 
mass of content available on the Web raises important questions 
over its effective use. With largely unstructured pages authored 
by a massive range of people on a diverse range of topics, 
simple browsing has given way to filtering as the practical 
way to manage Web-based information. Today’s online 
resources are therefore mainly accessible via a panoply of 
primitive but popular information services such as search 
engines. 

   
Search engines are very effective at filtering pages that match 

explicit queries. Unfortunately, most people find articulating 
what they want extremely difficult, especially if forced to use a 
limited vocabulary such as keywords. The result is large lists of 
search results that contain a handful of useful pages, defeating the  

 
purpose of filtering in the first place. Search engines also 

require massive memory resources (to store an index of the Web) 
and tremendous network bandwidth (to create and continually 
refresh the index). These systems receive millions of queries per 
day, and as a result, the CPU cycles devoted to satisfying each 
individual query are sharply curtailed. There is no time for 
intelligence. Furthermore, each query is independent of the 
previous one and no attempt is made to customize the responses 
to a particular individual.  

 
 
 
 
 
 
 
What is needed are systems that act on the user’s behalf 

and that can rely on existing information services that do the 
resource-intensive part of the work. These systems will be 
sufficiently lightweight to run on an average PC and serve as 
personal assistants. Since such an assistant has relatively 
modest resource requirements it can reside on an individual 
User’s machine, which facilitates customization to that 
individual. Furthermore, if the assistant resides on the user’s 
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machine, there is no need to turn down intelligence. The 
system can have substantial local intelligence and information 
customization becomes possible. 

 
 
In this paper, following the same long-term objective of 

providing a complete E-Learning environment for students 
and striking for the more general goal of information 
customization, a multi-agent system that advises students by 
adopting a machine learning paradigm. Machine learning 
methods can be used to deal with many different aspects of 
the problem of advising.  

Academic advising, in its simplified version, consists of 
telling the student which courses he/she should register in 
based on the profile of the student, on the university laws, and 
on the courses that are offered in the semester for which 
advising is needed.  

In the following we will discuss some important points in 
relationship with E-Learning, information customization, user 
modeling, agent systems, machine learning, and Web mining. 

 
 

E-Learning 
 
E-Learning is a valuable extension of the distance education 
paraphernalia, enabled by the new information and 
communication technologies. Distance education normally occurs 
in a different place from teaching and as a result requires special 
techniques of course design, special instructional techniques, 
special methods of communication, as well as special 
organizational and administrative arrangements (Moore, 1996). E-
Learning is often described as the use of network technology, 
namely the Internet, to design, deliver, select, administer and 
extend learning. 
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One key issue in E-Learning is communication between 

participants, for which there are two basic types of 
technological solutions: asynchronous and synchronous. In the 
asynchronous approach, the interaction between parties does 
not require them to be engaged at the same point in time. In 
synchronous communications the interaction between 
participants requires simultaneous engagement of the partici-
pants. 
 

Online education is today a reality in many sectors of the 
society, especially in educational centers such as colleges and 
universities, increasingly high schools, and also professional 
groups demanding continuous access to education. Several 
years ago this new educational method was considered as an 
experimental approach with more disadvantages than 
advantages. However, today it should be considered not only a 
complementary educational resource but also a serious 
alternative that competes to conventional and now classical 
methods. Both methods will coexist and the logical initial 
inertia to ignore the new opportunities provided by the new 
media should be reduced and be faced sooner better than later 
in the same manner in which many other areas were modified 
throughout history. 
Obviously the adaptation to the new features and services of 
the E-Learning environment is not immediate and requires 
experience, time, investment, pedagogical and technical 
resources, and government or campus administration support.  
 
Information customization 
 

Building software that can interact with the range and 
diversity of the online resources is a challenge and the promise of 
information customization (IC) systems is becoming highly 
attractive. Instead of users investing significant effort to find the 
right information, the right information should find the users. IC 
systems attempt to accomplish this by automating many functions 
of today’s information retrieval systems and provide features to 
optimally use information (Mostafa,2002). IC systems are different 
from conventional search engines or database systems. Not all 
information is easy to find. Most people using, for example, the 
Internet to search for specific information report some frustrating 
experiences. From the user’s perspective, two problems 
frequently arise when using the search engine. First, the words 
might not match exactly and hence nothing is returned by the 
search engine. Second, and much more common, is that too many 
URLs are returned by the search engine. Furthermore, each query 
is independent of the previous one. Attempts to customize the 
responses of the search engine to a particular individual  are rare, 
scarce and feeble. The result is homogenized, least-common-
denominator service and no personalization is possible.  

Even when the relevant information is easy to find, it will be 
perhaps boring and time-consuming for the user to perform this 
task and it would be wonderful if an IC system can identify and 
present the information with little or no user intervention. The 
system should also be able to update the presentation as new 
information becomes available. This will release the user from 

continually observing the resources. This raises, of course, 
questions about robustness and persistence of the system. IC 
systems tend, by their very nature, to be distributed – the idea of a  

Centralized IC system is an oxymoron. Distributed systems 
have long been recognized as one of the most complex classes of 
computer systems to design and implement. A great deal of 
research effort has been devoted to understanding this 
complexity, and to developing formalisms and tools that enable a 
developer to manage it (Mostafa,2002). Despite this research effort, 
the problems inherent in developing distributed systems can in no 
way be regarded as solved. So, in building an IC system, it is vital 
not to ignore the lessons learned from the distributed systems 
community. The IC system developer must therefore recognize 
and plan for problems such as synchronization, mutual exclusion 
for shared resources, deadlock, and livelock.  

IC systems are often expected to be adaptive. Adaptive 
software is software that adapts, with little or no intervention 
by a programmer, to changes in the environment in which it 
runs. Such an adaptive solution will be able to add feedback 
for performance characteristics and allow the program to 
make choices autonomously. As a result the system is able to 
change its behavior-based on its previous experience. 

We also expect an IC system to act even if all the details 
are not specified, or the situation changes. This is the property 
of autonomy, i.e., the system is able to exercise control over 
its own actions. Other considerations such as proactiveness 
(the program does not simply react in response to the 
environment) and mobility (where does the program run) are 
also of importance. 
 
User modeling 
 
An IC system is software that acts, in accordance with a user’s 
preferences, in an environment. To realize an IC system acting in 
accordance with a user’s preferences, user modeling is needed. 
User modeling comes in two varieties, behavioral and 
knowledge-based (Kobsa, 1990). Knowledge-based user 
modeling is typically the result of questionnaires and studies of 
users, hand-crafted into a set of heuristics. Behavioral models are 
generally the result of monitoring the user during an activity. 
Stereotypes can be applied to both cases, classifying the users 
into groups (or stereotypes), with the aim of applying 
generalizations to people in those groups (Kobsa, 1990).    

The typical user profiling approach for IC systems is 
therefore behavior-based, using a binary or a multi-class 
behavioral model representing what users find interesting and 
uninteresting. Machine learning techniques are then used to 
access potential items of interest in respect to the behavioral 
Ali and Smith present a method for learning algorithm 
selection for classification.  
Systems based on behavioral models and employing a learning 
technology are classified according to the type of information 
required by the learning technique and the way the user model is 
represented. Algorithms requiring an explicit training set employ 
supervised learning, while those without a training set use 
unsupervised learning techniques [12]. There are three general 
ways to learn about the user: monitor the user, ask for feedback, 
or allow explicit programming by the user. Monitoring the user’s 
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behavior produces unlabeled data, suitable for unsupervised 
learning techniques. This is generally the hardest way to learn, 
but is also the least intrusive. If the monitored behavior is 
assumed to be an example of what the user wants, a positive 
example can be inferred. Asking the user for feedback, be it on a 
case-by-case basis or via an initial training set, produces labeled 
training data. Supervised learning techniques can thus be 
employed, which usually outperform unsupervised learning. 
The disadvantage is that feedback must be provided, requiring 
an investment of an often significant effort in the system by 
the user. User programming involves the user changing the 
system explicitly. Programming can be performed in a variety 
of ways, from complex programming languages to the 
specification of simple cause/effect graphs. Explicit 
programming requires significant effort by the user.  

User profiles are of great importance for information 
extraction and information customization since they are 
essential for deciding what kind of information is needed, 
where this information can be found, how this information can 
be retrieved, and how this information should be presented to 
the user. User profiles will therefore have a great influence on 
the solution to be adopted for implementing an IC system. In 
our case they will have a strong impact on the multi-agent 
system to be created. 
 
Agent approach 
 

A convenient metaphor for building software to interact with 
the range and diversity of online resources is that of an agent. An 
agent is a person that performs some task on your behalf. We 
would like to have a program that navigates the online resources 
to find the specific information that is strongly suspected to be 
there. You care about the result, and are happy to delegate the 
process to an assistant. You expect an agent to act even if all the 
details are not specified, or the situation changes. You expect an 
agent to communicate effectively with other agents. Agents can 
be viewed as a new model for developing software to interact 
over a network. This view has emerged because of the 
predominance of networks in the world. Information, 
knowledge, and electronic resources in general, are distributed 
across a network and programs and methods are needed to 
access them and present them in a customized manner. Using 
agents adds a layer of abstraction that localizes decisions 
about dealing with local peculiarities of format, knowledge 
conventions, etc. and thus helps to understand and manage 
complexity. Agents should therefore be seen as an abstraction 
that appears to provide a powerful way of conceptualizing, 
designing, and implementing a particularly complex class of 
software systems.  

Multi-agent systems are systems composed of multiple 
interacting agents, where each agent is a coarse-grained 
computational system in its own right. The hypothesis/goal of 
multi-agent systems is creating a system that interconnects 
separately developed agents, thus enabling the ensemble to 
function beyond the capabilities of any singular agent in the 
setup. To arrive at a multi-agent solution, concepts such as those 
found in object-oriented computing, distributed computing, 
expert systems, etc. are necessary but do not suffice because 

distributed computing modules are usually passive and dumb. 
Also, their communications are usually low-level while multi-
agent systems require high-level messages. Lastly, and 
importantly, multi-agent systems applications require a 
cooperation-knowledge level while these systems (object-
oriented computing, expert systems, etc.) typically operate at the 
symbol and knowledge levels [13]. 

 
The approach of multi-agent systems seems to be a suitable 

framework for developing IC systems since many of the 
properties of IC systems or requirements on these systems 
such as being autonomous in that they are able to exercise 
control over their actions and act without user intervention, 
being adaptive (learning) in that they are able to change their 
behavior-based on their previous experience, and being 
proactive (goal-oriented) in that they are able to take actions 
that involve resource identification, query formulation and 
refinement, retrieval, and information organization for their 
users, coincide with those required on multi-agent systems 
and on agent-based systems in general (see, for example [14–
16] for a thorough discussion of agent-based systems and their 
properties). The IC system proposed in this article for dealing 
with the problem of academic advising adopts the multi-agent 
paradigm. 
 
Machine learning 
 

Human expertise, needed for solving problems, should be 
transferred and transformed from some source of knowledge 
to a program. This transfer is usually accomplished by a series 
of lengthy and intensive interviews between a knowledge 
engineer, who is normally a computer specialist, and a domain 
expert who is able to articulate his expertise to some degree.  

Unfortunately, the productivity of the interviewing process 
is typically so poor for many reasons ([17]): first of all, 
specialist fields have their own jargon, and it is often difficult 
for experts to communicate their knowledge in everyday 
language. Secondly, the facts and principles underlying many 
domains of interest cannot be characterized precisely in terms 
of a mathematical theory or a deterministic model whose 
properties are well understood. Thirdly, experts need to know 
more than the mere facts and principles of a domain in order 
to solve problems. For example, they usually know which 
kinds of information are relevant to which kinds of judgment, 
how reliable different information sources are, and how to 
make hard problems easier by splitting them into sub-
problems which can be solved more or less independently. 
Eliciting this kind of knowledge is much more difficult than 
eliciting particular facts or general principles. Fourthly, 
human expertise, even in a relatively narrow domain, is often 
set in a broader context that involves a good deal of 
commonsense knowledge about the everyday world and it is 
difficult to delineate the amount and nature of general 
knowledge needed to deal with an arbitrary case, etc.  

The rather low output of the knowledge acquisition phase has 
led researchers to look upon it as ‘the bottleneck problem’ of 
expert systems applications [18]. This dissatisfaction with the 
interview method has encouraged some researchers to try to 
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automate the process of knowledge acquisition by looking at the 
sub-field of Artificial Intelligence known as machine learning for 
a solution to the bottleneck problem. The idea is that a computing 
system could perhaps learn to solve problems in much the same 
way that humans do, that is to say, by example. A program is 

needed which learns the concepts of a domain under varying 
degrees of supervision from a human teacher. 

 
    

In one approach, the teacher presents the program with a set 
of examples of a concept, and the program’s task is to identify 
what collection of attributes and values defines the concept.  

The field of machine learning has enjoyed a period of 
continuous growth and progress in recent years. Precise 
definitions of learning are hard to find, but most researchers 
would agree that it is a characteristic of adaptive systems 
which are capable of improving their performance on a 
problem as a function of previous experience, for example, in 
solving similar problems [19]. Thus learning is both a 
capability and an activity. Any learning program must have 
the ability to represent and reason about problem solving 
experience, as well as the ability to apply such representations 
and inferences to the solution of the current problem.  

Learning programs are often classified in terms of the 
underlying strategy employed (see for example [20]). Roughly 
speaking, the strategy used depends upon the amount of 
inference that the program has to perform on the information 
available to it.  

At one extreme, programs which learn by the direct 
implanting of new knowledge (for example by being 
reprogrammed, or being supplied with new data), are performing 
no inference at all. This is usually referred to as rote learning: a 
reasonable human analog would be the learning of multiplication 
tables. Programs using this approach to achieving problem-
specific expertise in a computer are also called hand-built 
classifiers. Hand-built classifiers correspond to teaching by 
giving a person a domain theory without an extensive set of 
examples; one could call this learning by being told. Hand-built 
classifiers are non-learning systems (except insofar as they are 
later altered by hand). They simply do what they are told; they do 
not learn at the knowledge level [21].  

At the other extreme, there is unsupervised learning: a 
generic term which covers tasks such as theory formation, 
which more closely resemble human efforts at scientific 
discovery.  

Supervised learning is a kind of learning which can be 
regarded as having a strategy which is halfway between the two 
extremes mentioned above. In supervised learning, a program is 
typically presented with examples which help it to identify the 
relevant concept. These examples have known properties, which 
are normally represented as attribute-value pairs. The learning 
involved is supervised, because the examples provide the 
program with clues as to what it is looking for, as well as 
providing a space of attributes for its consideration.  

The most common form of supervised learning is called 
inductive learning. An inductive learning program is one 
which is capable of learning from examples by a process of 
generalization. This kind of learning is sometimes also called 
empirical learning [22,23]. Empirical learning corresponds to 
giving a person lots of examples without any explanation of 
why the examples are members of a particular class. 
Empirical learning systems inductively generalize specific 

examples. Thus, they require little theoretical knowledge 
about the problem domain; instead they require a large 
library of examples. 

 
 
 
 
 
Artificial neural networks (ANNs) are a particular method 

for empirical learning. ANNs have proven to be equal, or 
superior, to other empirical learning systems over a wide 
range of domains, when evaluated in terms of their 
generalization ability [24,25].  

Although the almost complete ignorance of problem-
specific theory by empirical learning systems may mean that 
they do not address important aspects of induction, it is 
interesting to see in the following study, how domain-specific 
knowledge about academic advising of students can be 
employed by a domain free neural network learning 
algorithm. A back-propagation neural network is used to 
automate the process of knowledge acquisition, i.e., acquire 
the expertise of the human academic adviser. 
 
Web mining 
 

Data Mining is a multidisciplinary field which supports 
knowledge workers who try to extract information in our 
‘‘data rich, information poor’’ environment. Its name stems 
from the idea of mining knowledge from large amounts of 
data. The tools it provides assist us in the discovery of 
relevant information through a wide range of data analysis 
techniques. Any method used to extract patterns from a given 
data source is considered to be a data mining technique. 
When the data resides on the Web it is analyzed by means of 
Web mining techniques and the process is that of Web 
mining.  

Given the vast and ever growing amount of information 
available in the Web and the fact that search engines do not 
seem to help much, how does the average user quickly find 
what he or she is looking for?  

As mentioned earlier, IC systems seem to be the 
appropriate solution. The approach is to personalize the Web 
space – create a system which responds to user queries by 
potentially aggregating information from several sources in a 
manner that is dependent on the user’s identity.  

Existing commercial systems seek to do some minimal 
personalization based on declarative information directly 
provided by the user, such as their zip code, or keywords 
describing their interests, or specific URLs, or even particular 
pieces of information they are interested in (e.g. price for a 
particular stock). More elaborated solutions are eagerly 
awaited from applying new information customization 
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techniques, i.e., developing specific IC systems specialized on 
the Web – Web mining systems.  

Current Web mining research aims at creating systems that 
(semi) automatically tailor the content delivered to the user from 
a Web site. This is usually done by mining the Web – both the 
contents, as well as the user’s interaction [26]. Web mining, when 
looked upon in data mining terms, can be said to have three 
operations of interest – clustering (finding natural groupings of 
users, pages, etc.), associations (which URLs tend to be requested 
together), and sequential analysis (the order in which URLs tend 
to be accessed). As in most real world problems, the clusters and 
associations in Web mining do not have crisp boundaries and 
often overlap considerably. In addition, bad exemplars (outliers) 
and incomplete data can easily occur in the data set, due to a wide 
variety of reasons inherent to Web browsing and logging. 

 
 
 
 

Thus, Web mining and personalization requires modeling of an 
unknown number of overlapping sets in the presence of 
significant noise and outliers (i.e., bad exemplars). Moreover, the 
data sets in Web mining are extremely large. The Web contains a 
mix of many different data types, and so in a sense subsumes text 
data mining, database data mining, image mining, and so on. The 
Web contains additional data types not available in large scale 
before, including hyperlinks and massive amounts of (indirect) 
user usage information. Spanning across all these data types there 
is the dimension of time, since data on the Web changes over 
time. Finally, there is data that is generated dynamically, in 
response to user input and programmatic scripts.  

To mine data from the Web is therefore different from 
mining data from other sources of information. Interesting 
results are expected from novel mixings of these different data 
types to achieve novel goals. Also, any discussion of data 
mining from the Web requires a discussion of issues of scale 
[27]. In addition, scalable robust techniques to model noisy 
data sets containing an unknown number of overlapping 
categories should be developed [28]. 

 
The problem domain: academic advising 
 

Having decided on a research direction, the following 
question emerges. What constitutes a good domain and 
problem? The key characteristic of an interesting domain is 
that there is a variety of resources in differing formats but 
there is some common overall structure. Too much structure 
reduces the problem to known methods. Too little structure 
makes the problem very difficult. Having structure is useful to 
guide the search and identification of relevant information.  

We will illustrate our ideas using MASACAD, an example 
consisting of an E-Learning application. In this application the 
focus is on academic advising for students. 
 
 Academic advising 
 
Advising Services are committed to supporting students throughout 
the development and achievement of their educational goals. The 

foundation of this support is the establishment of an educational 
partnership between the student and his or her academic advisor. 
Advisors often are thought of as the people who help students 
identify appropriate courses for their degree program. However, the 
course registration process is only a piece of the partnership that 
helps to guide students along other paths of their educational 
development. Advising Services adhere to a developmental 
approach to academic advising, where the advisor is a facilitator, 
and partner in the learning process. It is understood that the 
advisor, while a valuable resource and educator, is not the 
holder of all truths, but rather, will assist the student to 
discover and develop his/her educational plan. By working 
collaboratively with students, advisors help to ensure that 
they have a successful college experience.  

An effective advising relationship is a partnership between 
the student and the advisor. Both the advisor and the student 
have responsibilities in this relationship. All students are 
therefore assigned an academic advisor whose interests are 
compatible with those of the major. The advisor is a very 
helpful companion who provides insight during the college 
experience. The advisor also provides some assistance with: 
 

Course selection, major requirements, and scheduling. 
Applications to graduate or professional programs.  
Student activities, including student/faculty 
research. Employment opportunities. 

 
But the student, as the advisee, must take the initiative and 

request to meet with his/her advisor. For most majors, regular 
meetings with the advisor are of benefit to the student during 
his/her college experience. 
 
8.2. Why a software assistant is needed for academic 
advising? 
 

Academic advising is designed to provide the student with 
the information and the support that he/she needs to make 
informed plans and decisions about his/her program and to 
achieve his/her educational goals. The student is always in 
charge of his/her education – he/she makes the decisions. 
Academic advisors can help the student learn what he/she needs 
to know, sort out his/her questions, think through his/her 
options, identify shortcuts, avoid pitfalls, and make his/her 
program right for him/her. Advisors help the student find 
opportunities, avoid problems, and work through any difficulties 
he/she might encounter. Just as one might look to a lawyer for 
advice on a legal problem, or to a financial advisor for help with 
investment plans, one may think about an academic advisor as 
the consultant of the student on his/her educational planning.  

Academic advising is an important key to academic success. 
The relationship between quality advising and student success is 
significant. That is why many people on campus are involved in 
the process. Faculty, staff, students and professional advisors 
contribute to the advising relationship by: 
 
Encouraging ongoing, supportive, and informed contact with 
students. 
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Explaining policies, procedures, and academic requirements. 
Exploring skill levels, such as writing, mathematics, and  study 
skills.  
Making referrals to campus resources.  
Assisting with degree planning as well as career exploration 
and preparation. 
 
Ultimately, however, the responsibility for seeking adequate 
academic advising belongs to the student. Students must: Know 
and meet degree requirements.  

Ensure timely progress toward a degree through appropriate 
course selection.  

Be aware of current academic and departmental information. 
 

In order to help the student, improve the advising process 
and make it easier, and overcome the many problems that may 
occur such as: 
 

The limited number of advisors that are available in contrast 
to the huge number of students.  

The advisors are not available all the time.  
Some advisors are new to the university and do not have 
enough knowledge/experience with advising.  
Serious consequences may occur if mistakes are made, for 
example, during course selection. 

 
An intelligent assistant in form of a computer program will 

be of great interest. Such an intelligent assistant will automate 
the advising process in the university, and hence, help the 
university in its efforts towards introducing new technologies. 
It will also simplify the task of faculty, staff, students, and 
professional advisors and make it possible to save time and 
effort and prevent mistakes. All these advantages are added to 
the many advantages of any assistant software that is used to 
solve problems that ordinarily require human expertise such 
as: 
 
Permanence: expertise does not leave with personnel.  

Multiple experts: knowledge from multiple experts can be 
combined.  
Increased reliability: increased confidence that a decision is 
correct.  

Fast response: may respond faster than a human.  
Steady and unemotional: stress and fatigue are known to 
affect human performance.  
Increased process quality: provide consistent advice, there-
fore reducing the size and rate of errors. 

 
Restriction of the general goal of academic advising 
 

The general goal of academic advising is to assist students 
in developing educational plans which are consistent with 
academic, career, and life goals and to provide students with 
information and skills needed to pursue those goals. More 
specifically, advisors will assist students in the following 
ways: 
 

Guide students through the university’s educational 
require-ments.  
Assist in scheduling the most appropriate courses. 
Introduce them to pertinent resources.  
Promote leadership and campus 
involvement. Assist in career development.  
Assist students with the timely completion of their degree. 
Help students find ways to make their educational experience  
personally relevant. 

 
The goal of academic advising, as stated above, is too 

general because many experts are involved and because a 
huge amount of expertise is needed. Hence, realizing an 
intelligent software assistant that is able to deal with all the 
details shown above will be too difficult, if not impossible. In 
the following implementation we will therefore restrict 
academic advising and understand it as just being intended to 
provide the student with an opportunity to plan programs of 
study, select appropriate required and elective classes, and 
schedule classes in a way that provides the greatest potential 
for academic success. 
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The task is still interesting and of moderate size since when 

planning a program of study and selecting classes, there are 
quite a lot of things to consider such as: 
 
Prerequisites.  
Course availability.  
Effective course sequencing. 
Work load.  
Instructor–student match-ups. 
 

Later, when the major problems are understood, 
improvements and extensions can be tempted, and attempts can 
be made to tackle the advising problem in a more general 
framework. 
 
Resources needed for academic advising 
 

There is a lot of diverse resources that are required to deal 
with the problem of academic advising:  

First of all, one needs the student profile that includes the 
courses already attended, the corresponding grades, the 
desires of the student concerning the courses to be attended, 
and perhaps many other information. The part of the profile 
consisting of the courses already attended, the corresponding 
grades, etc., is maintained by the university administration in 
appropriate databases to which the access is restricted to some 
administrators. The part of the profile consisting of the desires 
of the student concerning the courses to be attended exists 
actually only in the head of the student and should therefore 
be asked for from the student before advising is performed. 
However, attempts may be made to let the system learn the 
desires, for example, by monitoring the student or/and looking 
at his/her profile.  

The second resource needed for solving the problem of 
advising are the courses that are offered in the semester for 
which advising is needed. This information is as well 
maintained by the university administration in appropriate 
Web sites and is accessible for everyone.  

The third resource needed for solving the problem of 
academic advising is expertise. Expertise is the extensive, task-
specific knowledge acquired from training, reading, and 
experience. It is the knowledge that allows experts to make better 
and faster decisions than non-experts when solving complex 
problems. It consists of facts, theories, as well as rules and 
procedures about a problem area. For the problem of academic 
advising this type of expertise may be referred to as the university 
laws concerning academic advising. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
Why a multi-agent system? 
 
First of all, academic advising is intended to be a good 
domain and problem to test the adequacy of the multi-agent 
paradigm for dealing with information customization. It 
provides a complex and dynamic environment and constitutes 
a wonderful experimental test-bed for investigating the issue. 
Conversely, dealing effectively with the problem of academic 
advising will require a multi-agent system. The multi-agent 
paradigm seems to be appropriate and even superior to other 
approaches such as a traditional distributed database 
approach enhanced with an intelligent user interface for the 
reasons elaborated in the following.  

The resources needed for academic advising are 
physically distributed and dynamic: 
 

Their content may change: it is for example frequent that, at 
the beginning of a semester, some of the offered courses are 
canceled, and some other ones are added. The profile of the 
student also changes frequently, for example when the grades 
of the exams taken are entered. Also the interests of the 
student concerning the courses to be attended may change. As 
an example, students usually want to enroll themselves in 
courses that are attended by some of their friends. Changes to 
the university regulations, in contrast, especially those 
concerning the advising process like the curriculums for the 
different majors, are comparatively less frequent.  
Their form (structure) may change: they may be available 
via a Web page, an intelligent agent, a database, a legacy 
system, etc.  
Their location may change: existing ones may be moved 
and new ones may be incorporated. 

 
Hence, dedicating a separate intelligent agent to each 

individual resource for coping with all of its peculiarities will 
have many advantages such as: 
 

Reduction of the scope of changes: there is no need to change 
the whole system when changes concern only a specific 

resource. In this case only the concerned agent is changed.  
Easy incorporation of new resources: only one new agent is 
needed for each new resource.  
Easy extension and improvement of the system: we may think, 
for example, of a self-adjusting system, i.e., the system itself 
searches for appropriate resources and each time a resource is 
identified, it is wrapped with an appropriate agent. 
 

 
Details of the agent-based solution 
 

Because, as mentioned earlier, all the resources needed for 
academic advising can be physically distributed and are also 
dynamic, the customized presentation of information for the 
student should be updated continuously as new information 
becomes available. This happens with no user intervention 
using an autonomous and learning multi-agent system. The 
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system monitors the changes and alerts the user automatically 
when something changes. 

 
 
 

The Bee-gent system 
 

As a solution to the problems of network communication, 
we use Bee-gent (Bonding and Encapsulation Enhancement 
Agent) [29], a communication framework based on the multi-
agent model. The Bee-gent framework is comprised of two 
types of agent. ‘‘Agent wrappers’’ are used to agentify (i.e. 
providing an agent interface) existing applications, while 
‘‘Mediation Agents’’ support inter-application co-ordination 
by handling all communications. The mediation agents move 
from the site of an application to another where they interact 
with the agent wrappers. The agent wrappers themselves 
manage the states of the applications they are wrapped 
around, invoking them when necessary.  

The Bee-gent system has many desirable features. The 
mediation agent manages the coordinating interactions of the 
various applications in a unified manner. It is easy to maintain 
consistency because it is not necessary to divide and distribute 
the coordinating interactions on the basis of each individual 
application, and therefore development is simplified. It is also 
easy to modify the system configuration and the coordinating 
interactions because these interactions are encapsulated.  

When the mediation agent migrates it carries its own 
program, data and current state. Frequency of communication 
is reduced compared to a purely message-based system and 
network loads are decreased largely because communication 
links can be disconnected after launch of the mediation agent. 
Processing efficiency is improved because the mediation 
agent communicates with the applications locally. 

 
 

Conclusions 
 

In this paper we were able to demonstrate on the E-
Learning example of MASACAD how the multi-agent 
paradigm, combined with ideas from machine learning, user 
modeling, and Web mining, can be used to approach a 
solution for the problem of information customization.  

MASACAD is a decision support system and at the same 
time an information customization system. Without MASA-
CAD, the student, in order to take the decision about course 
enrolment, has to invest significant effort to find the right 
information which is distributed, dynamic, and available in 
different formats.  

Many of my students have had the opportunity to run the 
system and test it. It was interesting to observe that the most 
fascinating point for them was to see the system presenting the 
information found in a somehow customized manner for each 
individual student. The results are encouraging and future work 
will be focused on improving the system and studying how such 
simple examples built with insight should lead to identification of 
key difficulties, useful abstractions and a general method for 
solving the problem and revelation of the issues. 
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